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the Table.Q4(a) (08 N{arks)
b. How a sn^gle perceptron can be used to represent the Boolean functions such as AND and

OR? (08 Marks)

5a.
b.

Msrlcle-3
Briefly describe the Bayes theorem and maximum a posteriori (MAP) hypothesis. (04 Marks)
Derive equation for MAP hlpothesis using Bayes theorem. (04 Marks)

between the two teams, which team will most likely emerge as the winner? (08 Marks)
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Eighth Semester B.E. Degree Examination, Aug./Sept.2020

Machine Learning

Note: i) For Regular Students: Answer any FIVE full questions irrespective of modules.
ii) For Arrear Students : Answer any FITVE full questions, choosing ONE full question

from each module. "

' Module-l
a. Define machine leaming. Describe the steps in designing leaming system.

b. Write candidate-elimination algorithm and illustrate with an example.

2 a. Describe FIND-S algorithm. Explain it by considenng the training instance of Enjoy Sport
iven in Table a

Example Skv Air Temp. Humiditv Wind Water Forecast Eniov sootl
I Sunny Warm Normal S rons Warm Same Yes

2 Sunny Warm H gh S rons i Warm Sarrre Yes

J Rainv Cold H sh S rong Warm Chanse No
4 Sunnv Warm Hish S rong Cool Change Yes

Table.Q2(a) (10 Marks)
b. Describe the following problems with respect to tasks, performance and'experience.

(i) A checkers leaming problem
(ii) Hand-written recognition leaming problem
(iii) A robot driving leaming problem.

Module-2
3 a. With the help of an example, describe ID3 algorithm for decision tree learning. (08 Marks)

b. What is decisi<"rn'tree? Describe its use for classification with an example. (08 Marks)

4 a. For ther tnrnsaction shown in the Table.Q4(a), compute:
(i) EntroBy of the collection of transaction records of table with respect to classification.
(ii) What are the information f ar and a? relative to the transactions of the table?ln no 1 &IrO 32

lnstance 213 4 5 6 7 8 9

At T TIT F F F F T F

42 T TIF F T T F F T
Target class + rl,t- + +

Cousider a football,game between two rival teams: Team0 and Teaml . Suppose Team0 wins
95o of the time and Teaml wins the remaining matches. Among the games won by team0,
only 30oh of them come from playing on team ' 1 's football field. On the othcr hand, 7 5o/o of
the victories for teaml are obtained while playing at home. If teaml is to host the next match
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reian belief nut;;#.""' (lo Marks)

b. Show that hou, maximum likelihood @ayesian lqprniirg) can be used in any learning

algorithms that are used to minimize the squared e*$f'between actual output hypothesis and

pridi"t"d output hypothesis. .. $ .,4 '' (06 Marks)
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7 a. Explain CADET system using case base&'$3soning. il (08 Marks)

b. nxptain K-nearest neighbor algorithrl5'r- - .., '::j (05 Marks)

c. Define the following terms with rqwk*lio K-nearest neighbor.+S4ming:

(i) Regression ' ,

(ii) Residual . 
r11"'":i1"'ir

(iii; remet function .. .- 
t'=t' 

o. ,03 Marks)

_,.

8 a. Explain FOIL algorith$,r-,*[f!:' (08 Marks)

b. erGfly describe tocattj|wdishted regression "t' (04 Marks)

c. Explaln radial basffctions. (04 Marks)
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